THE BAILEY CHAIN AND MOCK THETA FUNCTIONS

JEREMY LOVEJOY AND ROBERT OSBURN

ABSTRACT. Standard applications of the Bailey chain preserve mixed mock modularity but not
mock modularity. After illustrating this with some examples, we show how to use a change
of base in Bailey pairs due to Bressoud, Ismail and Stanton to explicitly construct families of
g-hypergeometric multisums which are mock theta functions. We also prove identities involving
some of these multisums and certain classical mock theta functions.

1. INTRODUCTION

In his plenary address at the Millennial Conference on Number Theory on May 22, 2000,
George Andrews challenged mathematicians in the 21th century to elucidate the overlap between
classes of ¢-series and modular forms. This challenge has its origin in Ramanujan’s last letter to
G. H. Hardy on January 12, 1920. In this letter, he introduces 17 “mock theta functions” such
as

2

File) =Y (gn)n' (1.1)

n>1

Here, we have used the standard g-hypergeometric notation,

(@)n = (a;q)n = (L —a)(L —agq) -~ (L —ag"™").
Between the time of Ramanujan’s death in 1920 and the early part of the 21st century, approxi-
mately 35 other g-series were studied and deemed mock theta functions. Some were introduced
by Watson [42], some were found in Ramanujan’s lost notebook and studied by Andrews, Choi,
and Hickerson [7, 20, 21, 22, 23, 24], and others were produced by Berndt, Chan, Gordon and
McIntosh using intuition from g¢-series [10, 30, 34]. For a summary of this classical work, see
[31] or [32].

Thanks to work of Zwegers and Bringmann and Ono, we now know that each of Ramanujan’s
original 17 (and the subsequent) examples of mock theta functions is the holomorphic part of a
weight 1/2 harmonic weak Maass form with a weight 3/2 unary theta function as its “shadow”.
Following Zagier, the holomorphic part of any weight k£ harmonic weak Maass form is called a
mock modular form of weight k. It is called a mock theta function if £ = 1/2 and the shadow
is a unary theta function. For more on these functions, their remarkable history and modern
developments, see [37] and [43].

Returning to Andrews’ challenge, a natural question is whether or not there exist other
examples of g-hypergeometric series which are mock theta functions (in the modern sense).
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Several authors have recently addressed this question, constructing two-variable g-series which
are essentially “mock Jacobi forms” and which then specialize at torsion points to mock theta
functions. See [1, 14, 18, 19, 33, 43], for example. In this paper we investigate the mock
modularity of ¢-hypergeometric multisums constructed using the Bailey chain.

We briefly review Bailey pairs and the Bailey chain. In the 1940’s and 50’s, Bailey and Slater
made extensive use of the the fact that if (cu,, Bn)n>0 is a pair of sequences satisfying

n

B =) . (1.2)

=0 n—k (GQ)n-‘rk:

then subject to convergence conditions we have the identity

S (0)n(e)nlag/be)" B, = (a4/b)oc(24/C)oc Z aq/b” (ag/be)" (1.3)

n>0 (aq)oc(aq/bC)oc = Yn(agq/c)n

where

o
(@)oo = (a59)00 = [ [(1 = ag").
i=0
For example, Slater [39] collected a long list of pairs satisfying (1.2) and a corresponding com-
pendium [40] of 130 identities of the Rogers-Ramanujan type. Such identities are best exemplified
by the Rogers-Ramanujan identities themselves, which state that for s = 0 or 1 we have

n2+sn
Zq Y : i=s. 5 (1.4)
= $0°)oo (4477 ¢%) o0
In other words, we have a q-hypergeometric series expressed as a modular function.

In the 1980’s Andrews observed that Bailey’s work actually leads to a mechanism for producing
new pairs satisfying (1.2) from known ones [2, 3]. He called a pair of sequences (au, On)n>0
satisfying (1.2) a Bailey pair relative to a and showed that if (a,, 3,) is such a sequence, then
so is (o, B1,), where

I (b)n(c)n(aq/bc)”a
7 aa/b)alag/e)n " (15)
and
g = Zn: (b)k(C)k(GQ/bC)nfk(GQ/bC)kﬁkh (1.6)

— (aq/b)n(aq/c)n(@)n—r

Iterating (1.5) and (1.6) leads to a sequence of Bailey pairs, called the Bailey chain.
To give an illustration, we follow Chapter 3 of [3]. First, take the so-called unit Bailey pair
relative to a,

(@)n(1 — ag®)(~1)"q(2)
(@)n(1—a)

Ay —

(1.7)

and
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Brn = x(n=0). (1.8)
Then, setting a = 1 and iterating along the Bailey chain with b,¢c — oo at each step, we arrive
at the following generalization of the s = 0 case of the Rogers-Ramanujan identities (1.4):

2 2 2
M1 tNg_ot 4Ny 1

> : DEIPEREE

Ng_1>Ng_9>>n1>0 (q)nk—l_nk—Q e (q)nZ_nl (q)nl (q oo nez

(qk; q2k+1)oo(qk+l; q2k+1)oo(q2k+1; q2k+1)oo

(@)oo

)

the last equality following from the triple product identity,

372 = (—2050)) oo (=) 21 D)oo (0% 4P oo
nez
The point is that iteration along the Bailey chain preserves the number-theoretic structure on
the a-side, and now instead of each Bailey pair giving rise to a single modular ¢-hypergeometric
series, each pair leads to a family of modular ¢-hypergeometric multisums. As a bonus, these
multisums naturally occur in many areas of mathematics. For references to the role of such
series in combinatorics, statistical mechanics, Lie algebras, and group theory, see [27]. For novel
interactions with knot theory, see [8] and [28].
Now consider an example involving mock theta functions. Take the Bailey pair

1, if n =0,
ap = w ("3 (1.9)
%, otherwise,
and
1
Bn=—3, (1.10)

(_q)n
which follows directly upon substituting (1.7) and (1.8) into (1.5) and (1.6) with —a =b=c =
—1. Iteration along the Bailey chain with b, ¢ — oo at each step gives

nE gy etnd 9 g+ (<1

) ! = > T (1.11)

nkznk_lzznlzo (Q)nkf’nkfl T (Q)n2*n1(_q)n1 (Q)oo ne7

The case k = 1 of (1.11) is Watson’s expression for Ramanujan’s third order mock theta function
f(q) as an Appell-Lerch sum [42]. For general k the left-hand side may be interpreted as a
generating function for partitions weighted according to certain ranks [29]. However, the sums
on the right-hand side of (1.11) are known as “higher level” Appell functions [45, 46] and
in general give rise not to mock but to mirzed mock modular forms, that is, sums of the form
>oiy figi, where f; is modular and g; is mock modular. In other words, it appears that standard
applications of the Bailey chain preserve the space of mixed mock modular forms, but typically
fail to produce families of mock theta functions. In Section 3, we discuss (1.11) and another
example in detail.
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Now, mixed mock modular forms are certainly interesting and important functions. They have
recently appeared as characters arising from affine Lie superalgebras [17], as generating functions
for exact formulas for the Euler numbers of certain moduli spaces [16], as generating functions
for Joyce invariants [35], in the quantum theory of black holes and wall-crossing phenomenon
[26], in relation to other automorphic objects [12, 25], and in the combinatorial setting of g-series
and partitions (e.g. [4, 5, 6, 13, 15, 38]).

But what about the special structure of “pure” mock modular forms? We shall observe that
it is possible to preserve the mock modularity in ¢-hypergeometric multisums constructed using
the Bailey machinery, and one way to do so is to appeal to change of base formulas like those in
[9, 11, 41]. We make use of the following change of base due to Bressoud, Ismail, and Stanton:

Lemma 1.1. [11, Theorem 2.5, a = ¢ and B — oo| If (o, Bn) is a Bailey pair relative to q, so
is (o, B)) where

/! (1 —+ q) n 2
Op = (1+q2n+1)q a”(q ) (112)
and
n
(—Qard" , o
Bn=> 75— 0k(d?) (1.13)
b= (5 Pk
We present four examples in our main result.
Theorem 1.2. Write
Bk(nk’ N1, --- N1; q) = q(nk_Ql+1)+nk72+2nk73+"'+2k_3n1(_1)n1
k—3 k—3
(_Q)nk—l (_Q)an_z(_QQ; q2)2nk_3 te (_q2 ;q2 )217,1
(q)nk_nk—l (q2; q2)nk—1_nk—2 e <q2k72; q2k72)n2—m (q2k71 ; q2k71>n1
For k > 3 the following are mock theta functions:
k nyp+1
RM(q) = > ¢"") By (ny, ... .13 ), (1.14)
ng>ng_12>...2n1>0
2
k q" e
RY(q) = > Bl o), (1.15)
nE>ng 1> > >0 L DT
219n n 2
RO@ = % T ), (110
N>k 1> 20130 59
h ¢ (=1)" (¢ ¢*
Ri)(q) = Z ( (z )( )n’“Bk(nk,...,nl;q). (1.17)
N> 1> 20130 D

In order to satisfy the claim that the above series are mock theta functions, we will express
them, up to the addition of weakly holomorphic modular forms, as specializations of Appell-
Lerch sums m(z, q, z), where
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1 Z (_1)7‘(](;)21“
. —
i(z,q) o 1 —q" ez

Here x, z € C* := C\ {0} with neither z nor zz an integral power of ¢, and

m(z,q,z) ==

3(%,9) = ()0 (4/7) 00 (@) o
The fact that specializations of Appell-Lerch sums give mock theta functions essentially follows
from work of Zwegers [44, Ch. 1]. We note that although Zwegers’ results are expressed in
terms of his mock Jacobi form p(u,v, ), one can easily translate u(u,v,7) into m(z,q, z) and
vice versa.
We proceed by first using the Bailey machinery to express the multisums in terms of indefinite
theta series f, 4 c(2,y,q), where

Javelwy )= > sg(r)(=1) Toarysqela) brete(a), (1.18)
sg(r)=sg(s)
Here z, y € C* and sg(r) := 1 for r > 0 and sg(r) := —1 for » < 0. One could then follow Chapter
2 of [44], but instead we apply recent results of Hickerson and Mortenson [32] to convert the
indefinite theta series to Appell-Lerch series (see equations (4.4), (4.8), (4.9), (4.11), and (4.13)).
Some background material on indefinite theta functions and Appell-Lerch series is collected in
Section 2, and Theorem 1.2 is established in Section 4.

In Section 5, we prove identities between some of the multisums in Theorem 1.2 and some
of the classical ¢g-hypergeometric mock theta functions. Recall (1.1) as well as the mock theta
functions v(q), ¢(q), and u(q) (historically referred to as having “orders” 7, 3, 10, and 2, respec-
tively):

- qn2+n

1) = nZZO (=43¢*)n+1’ (1.19)
_ g("3)

o(q) == Z @@t (1.20)

n>0
and

,U(Q) — Z (_1)nqn (Q;2q2)n. (121)

_ 2. 42

Corollary 1.3. We have the following identities.
R (q) = v(—q), (1.22)
RV (q) = —olg") + Mi(g), (1.23)

R (q) = ¢ Fi(q") + Ma(q), (1.24)
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R (q) = 2 @70 D) P (g), (1.25)

where M1(q), Ma(q), and Mék)(q) are (explicit) weakly holomorphic modular forms.

2. INDEFINITE THETA SERIES AND APPELL-LERCH SERIES

We recall some facts from [32]. The most important of these is a result which allows us to
convert from indefinite theta series (1.18) to Appell-Lerch series. Define

a—1 a
ga,b,c(xa Y,q, 21, ZO) = (_y)tqc(;)j(qbt:pa qa)m <_qa(b;1)c(a;rl)t(b2a0) E_yib ) qa(b2—ac)7 Z(])
—x
t=0
! ¢ b1 +1 2 (—x)° 2
+ 3 (~2)'qG) j(gy, ¢)m <—qc( 2)7e(73) 0 maq) T2 geld ‘“C),Z1>
— (-y)
(2.1)
and
1 pl p-l 1)/2 1)/2
Onp(,9,9) = = (T O = (n=1)/2) (4 (n 1) /24 (YD)

Jo,np(2n+p) =0 s*=0

(_x)r—(n—l)/Q(_y)s+(n+1)/2J§2(2n+p)j(_qnp(s—r)xn/yn, qnp2 )j(qp(2n+p)(r+s)+p(n+p)xpyp’ qp2(2n+p))

j(qp(2n+p)r+p(n+p)/2(_y)ner/(_x)n, qp2(2n+p))j(qp(2n+p)8+p(n+p)/2(_g;)nﬂ)/(_y)n’ qp2(2n+p)) ’

where r :=r* 4+ {(n—1)/2} and s := s* + {(n —1)/2} with 0 < {a} < 1 denoting the fractional
part of a.. Also, Ji, := Jm 3m With Jym = 5(q% ¢™), and Jom = j(—q% ¢™).

Following [32], we use the term “generic” to mean that the parameters do not cause poles in
the Appell-Lerch sums or in the quotients of theta functions.

Theorem 2.1. [32, Theorem 0.3] Let n and p be positive integers with (n, p) = 1. For generic
x,yeC*
fn,ner,n(xa Y, Q) = gn,ner,n(xa Y,q, _17 _1) + Hn,P(xa Y, Q)

We shall also require certain facts about j(x,q), m(z, q, 2), and fu (2, ¥, q), which we collect
here. First, from the definition of j(z,q), we have

i@z, q) = (~1)"q Bz j(z, q) (2.2)

where n € Z and

j(z,q) = j(a/z,q) = —xj(z ™", q). (23)
Next, a relevant property of the sum m(x, g, z) is given in the following (see Corollary 3.11 in
[36]).
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Proposition 2.2. For generic x, z € C*

m(x7 q, Z) = m(—qu, q4> _1) - q_lxm(—q_1x2, q47 _1) - f(xa q, Z) (24)
where
£(2,q,2) = I3 ileez¢?)i(=2 ") 6Pz 67" ¢")
Y i@z, q)j(q2?, ¢*) o4 (2, ¢%) (g2, ¢%)

Finally, two important transformation properties of f,p.(x,y,q) are given in the following
(see Propositions 5.1 and 5.2 in [32]).

Proposition 2.3. For z, y € C*,

Fabe(@ 9, @) =fap (=220, —y*¢, ¢*) — 2 fap (=22, =% ¢, ¢*) 25)
— Yfape(—22¢" T, —y?¢*, ¢*) + 2yq’ fapo (27, —y? 3T, ¢t
and
a-+b+c
fa,bp(xa Y, q) = - fa,b,c(q2a+b/x7 q2c+b/y7 Q) (26)

3. THE BAILEY CHAIN AND MIXED MOCK MODULAR FORMS

All known ¢-hypergeometric mock theta functions are expressible via the Bailey lemma in
terms of Appell-Lerch series and/or indefinite theta functions. Iterating the relevant Bailey
pairs using (1.5) and (1.6) provides a virtually endless source of mixed mock modular forms.

To illustrate what happens in the case of Appell-Lerch series, let us return to the example
from the introduction. Let ng)(q) denote the multisum appearing in (1.11).

Using the identities (for generic x and q)

1 l4z4---+a?

1—2 1 — x2k+1
and
—0m"z) (@)%
r;Z 1—azq (2)o0(q/T) o0’

equation (1.11) gives

2k+1

(k) 2 i+1 20 ki 2k+1 k—i+1  2k+1 k+i k (Q%H' q2k+1)2
. —q ) o0
Bl (q) = Z (_1)Z ](q qu )m(_q yd 4 z)+(_1) 2(_q2k+1_q2k+1)2 :
. ) o0
i;ZEJlrl

Since the specialized Appell-Lerch series m(z, g, z) is generically a mock theta function, ng)(q)
is in general a mixed mock modular form. When k = 1 we have j(¢%,¢®) = —¢j(¢*, ¢®) = ()
and so one “accidentally” obtains a genuine mock theta function.
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The case of ng)(q) is typical. Iteration along the Bailey chain produces series of the form
%Ag(a, b,q), where f is a modular form and Ay(a,b, q) is the “level £” Appell sum [45],

Ag(a,b,q) —aK/QZ

ne”L

€n Zn n+1)/2bn

— (3.1)

It is known that the Ay(a,b,q) are generically mixed mock modular forms [45].
To illustrate what happens in the case of indefinite theta functions, consider (1.20), which

satisfies [20]
(Z Z) r+s r24r4+3rs+s2+s

r,s>0 r,s<0

P(q) =
_ (*Q)oo

(q)oo f2,372(q27 q27 Q)

Using the relevant Bailey pair (see [20]), iterating along the Bailey chain with b, ¢ — oo at each
step, and then substituting into (1.3) with b = —¢ and ¢ — oo, we obtain

Mt ) 4n2 gyt tnd 4

B8P (g) = 3 (~=@)n, "

k>nk 1>>n1>0 (q)nk_nk—l e (q)n2—”1 (qn1+1>n1+1

(Z Z) 7"+s kr?+kr+(2k+1)rs+ks?+ks

r,s>0 r,s<0

— (_Q)oo

7f2k,2k+1,2k(q2ka q2k, Q)-
(@)oo

The fact that we have a genuine mock theta function for £ = 1 is an accident. Theorem 2.1
clearly shows that these are, in general, mixed mock theta functions. This is typical for indefinite
theta functions.

4. PROOF OF THEOREM 1.2
We begin by establishing our key Bailey pair.

Proposition 4.1. The sequences o, and B3y,, form a Bailey pair relative to q, where

(@ D)ng+@F =1)ng) /2 (1 _ g2+l
q % 1 q ©_ok—2:2
Gt = e LY
1 Jil<ns
and
1
By, = D Z By(ng, ng—1,.-.,n1;9).
9ny, ng>ng_1-->n1>0
Proof. Consider the Bailey pair relative to g,
n2 2n+1
1 _ . .
oy = LU= ) S gy

(1-9)
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and 1)
—1)"
R
(4% ¢*)n
This may be read off from the case (a,b,c) — (¢, —1,0) of Theorem 2.2 of [7]. Iterating using
(1.12) and (1.13) gives two sequences,

2
qn (1 _ q2n+1) R
On = (_1)](1 J )
" (1-q) Z
l71<n
2n2+ 2n+1
o = T <fl _31 ST i,
e l7]<n
4An2+3n 1 — g2nt+l ) )
oy = T ) S g
(1-1q) :
l71<n
8n2+7 2n+1
O"lr;, — q " n(l —q " ) (71)jq—8j2’
(1-1q) :
l71<n

and
=4
(¢%6%)n’
3 Z (=q)2n, q" (=1)™

(@25¢%)n—n, (@* ¢ )n,

ﬂn:

n>n1>0
g 3 (=@)any (—¢% ¢*)2n, @221 (—1)™
(4%54%)n—ns(@* ¢ ) no—n1 (6% ¢®)ny

n>nz>n1>0
4. 4 2 4
)anqn3+ no+ n1(_1)n1

ﬁ”/ _ Z (_Q)2n3(_q2;q2>2n2(_q ;

(4% 6*)n—ns (45 )5 —n> (4% ¢%) o1 (4% 4"y

)

n>n3>n2>n1>0

The general terms are

qzkn2+(2k—1)n(1 _ 2n+1)

q S oki2
k) = T=a) Z (=1)7q~2"
l7]<n
and
k—1 k—1 ceog-2k—1
3k — > (—@)on, (=102, (=07 5% g m (M
! n>ngp>ng_q1-->n1>0 (q2; qz)n_nk (q4; q4)nk_nk—1 T (q2k; q2k)n2—n1 (q2k+1§ q2k+l)n1

We then apply (1.5) and (1.6) with b = —¢ and ¢ — oo, shifting k¥ — k — 2 and replacing n by

ny to obtain the result.
O
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Proof of Theorem 1.2. For (1.14), apply Proposition 4.1 and let b = —q and ¢ — oo in (1.3) to
obtain

k —(q)x - (ok—2 n24.0k—2p _ok—2.2 n
R (q) = <(Q)> D (F1qETEm R (g g2

n>0
li[<n
n
q)oco n>0 j=—n

—q Z PCE e I Gl Z (_1)jq—2“9‘2> .

n>0 Jj=-n
After replacing n with —n—1 in the second sum of (4.1), we let n = (r+s)/2 and j = (r—s)/2
to find

,ng)(q) — (_Q)oo (( Z _ Z >(1)r;sqirz_'_;(zk—1+1)rs+2k—sr+is2+2k—35>

r,s>0 r,8<0
r=s (mod 2) r=s (mod 2)

—q) k—2 k—2
= = f1,2k71+1,1(q2 +1,q2 +1,q2)
(9)
o0
k—1 k—2 k—2
+ g T k(BT 50 “)7612))

where in the last step we let » — 27 and s — 2s, then let r — 2r +1 and s — 2s+ 1 and invoke
(1.18). By Theorem 2.1, (2.1), (2.2) and (2.3), we have

—~

k=3 _o2k—6 . k(ok—3 k41 ok—2
2T (g, Pym(—gF T D )

2k=241 2k=241 2
4 .07

k—2 k—2
f1,2k*1+1,1(q2 +1,q2 +17q2):2(_1)

+01’2k—1(q
(4.2)
and
k—2 k—2
f1,2k*1+1,1(q3(2 +1)7q3(2 +1),q2)

k—3 9k—3(_a.9k—3_ _1 . _92k—3 k+1 k—2
= 2(—1)F T FT TG Pym(—q7T T B 1) (4.3)

k—2 k—2
+91,2k—1(q3(2 D BT g2,

Combining (4.2) and (4.3) and applying (2.4) implies that

k— _92k— k— k— k— k— k— k—
R () = 2(=1) "¢ " [m(@® ¥ T @T ) g( 7 @Y )

ok=2471 9k=241 9
91,2k—1(q g g )

j(q,¢?) (4.4)

k-2 k-2
or-141 01061 (@D, P g?)

+q -
i(q,4?)
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Next, for (1.15), apply Proposition 4.1 and let b, ¢ — oo in (1.3) to obtain

1 . , _ Ry "
RP(q) = 3 (—1)7q(@ @ m 222822 () et

(@)oo >0

[il<n

1 267145, 0, 2714 "~ i _ok—2,2
S O OURE A D DI O B (45)
o

n>0 j=—n

k—1 k—1 n ) .
_qu2 2+3n2+2 2+5n Z (_1)]q_2k 2]2>'

n>0 j=—n

We again replace n with —n — 1 in the second sum of (4.5), then let n = (r + s)/2 and
j=(r—s)/2 to get

k 1 res 3,2, 2848 PFlin s o gklin
Ré)(q):(q)<( Z - Z )(—]_) 2 g8 +54 Fg g st T )

r,s>0 r,s<0
r=s (mod 2) r=s (mod 2)

1 k—2 k—2 k-1 k=2 9)_ k=2 o\_
:W(f3,2k+3,3(q2 +2,q2 +27<I)+q2 +2f3,2’9+3,3(‘]3(2 +2) 1,q3(2 +2) 1&))-
o0
Now, for k odd, apply Theorem 2.1 twice and simplify using (2.1), (2.2) and (2.3) to get
k—2 k-2 2k T8k k—1(r ok—1 k41 ok—1
faoriss(@® 2% 2 q) = -2 5 g, @*)m(—g® BT BETET
_ar.ok—3_o7.02k—5 | k—1(_a.ok—1_ ok+10k—1
4247352 2250 50 B ym(—g? (—3-2 7),q32 (2 +3)’_1)
+0500(¢% g% Tt )
’ (4.6)
and
k—1 ok—2 ok—2
7 +2f372k+373(q32 5 3P )
_2.9k—3(9k—2 . k—1(2.9k—1 ok+1ok—1
_9q 32 +1)j(q,q3)m(—q2 (B2F1411) 3T g
—61.2K—3 _49.02k—5 (4'7)

+2¢q 3 G(g, ¢F)ym(—q 2T ETIHD BRI gy

k—1 ok—2 ok—2
+ q2 +293’2k (q3 2 +5’ q3 2 +57 Q)-

Combining the first m in (4.6) with the second m in (4.7) and applying (2.4) yields

oh—3(ok—2 1)

_ k+1/9k—3 Ok—1/9k—1 k+1/9k—3 9k—1/9k—1
—2¢ 3 [m<q2 (2 +1)7q32 (2 +3)’Z)+§(q2 (2F=3+41) q32 (2 +3),z)}

)

while the first m in (4.7) with the second m in (4.6) and (2.4) gives

_2.9k—3(9k—2 k—1 ok—1(9k—1 k—1 ok—1/9k—1
—2(] 3:2 (2 +1) [m(q2 7qS 2 (2 +3), Z) + £(q2 7q3 2 (2 +3)’ Z)] )

In total, we have
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_ok—3(2k—2 1) B _ B _ B
Rg’"’)(q) e + [m(qzkﬂ(zk 3+1)7q3.2k 1(gk—143) 2) &g ok+1(2k— 3+1) 3.2k—1(gk 1+3)’Z)]

_2.0k—3(9k—2 k—1 ok—1(ok—1 k—1 k—1(9k—1
_9q~32 (2 +1)[m(q2 2 (2 +3) 2) +£E(g 2 2 (2 +3),z)}

)

k—2 k—2 k-1 k-2 ok—2
0300 (¢* 207 ) ¢ P03 (P, q3 2 )
j(q,4°) j(q,4°) 48
4.8
One can similarly show that for k even, we have
f3 - 3(q2k—2+2’ q2k—2+2’ ) _ —2q 72942k—3;25.22k—5 m(_q2k_1(2k_1+5)’ q3'2k+1(2k_1+3)7 _1)
+ 2q—35~2k*3—27.2%*5m(_q—zk*1(3~2k*1+7)7 q3.2k+1(2k*1+3)7 ~1)
k—2 k—2
+ 93,2’“ (q2 +27 q2 +2a Q)
and

2k=142
q f3,2k+3,3(q

_ _2q—3-2k*3(2k*2+1)m(_q2k*1(3.2k*1+11)’ q3.2k+1(2k*1+3)7 ~1)

3.2k—245 3.9k—245
.q . q)

—161.2k—3_121.02k—5 k—1(r ok—1 k+1(ok—1
2 5-2 +13 3-2 2 +3
+2q 3 m(_q ( )7q ( )7_1)

k—1 ok—2 ok—2
+ q2 +29372k (q3 2 +5’ q3 2 +57 Q)-

Arguing as in the odd case we obtain

_99.9k—3 _o9r.92k—5 . _ L _ _ _
29-2 - 25-2 [ _2k(2k 2_,'_1)7 q3,2k 1(2k 1_,'_3)7 Z) + é(q_2k(2k 2_‘_1)7 q3,2k 1(2k 1_‘_3)7 Z)]

R (g) = —2¢
. 2q73-2k*3(2k*2+1) [m( 2k—1 3-2k*1(2k*1+3)7z) + g(qzk*’q3-2k*1(2k*1+3)’z)}

m(q

q »q
2k—249 ok—249 2k—=149 3.2k—215 3.9k—245
o ) & PO (PF T T )

i 93,2k (q
J(a, %) i(a, %)

(4.9)
Now, for (1.16), apply Proposition 4.1 and let ¢ = ¢, ¢ — oo and b = ¢ in (1.3) to get that

ng)(q> _ Z n—i—j (2F =14 2)n24 (214 1)n—2k—1; 2<1 Jrq2n+1)
|§L\><(31
.2 B B n ) L
_ ((972751 2))00 (Z(_l)nq@k L2)n24+(2F—141)n Z (_1)]q72k 142 (4'10)
975497 )oo >0 i—n

+qz ¢ TN (M 43 Zn: (_1)jq—2’“1j2>.

n>0 j=—n

Again we replace n with —n—1 in the second sum of (4.10), let n = (r+s)/2 and j = (r—s)/2,
and apply (2.5) in the penultimate step to arrive at
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.52 3 3
R () = W(( > T ) (a2 )
(q 4 )OO 7,520 r,s<0
r=s (mod 2) r=s (mod 2)
(4:4%) i-liz  ok-lyg 4
= 2 froeia (=0 T = )
(4% ¢%)oo

)

2k 43 3.2k=147 3.2k=147 4
f1,2k*1+1,1(7q y —4q »q )

_ @3¢

k—2 k—2
me —141, 1((12 +1,—q2 1

,q)-

By Theorem 2.1, (2.1), (2.2) and (2.3), we have

2k-241 2k=241
f1,2k—1+1,1(q y —q
_ q_2k73(2k72+1)

,q)

. k—2 2k—2 k k—2 k—2
J(_I,Q)m(QQ 7q2 +2 3 _1) + 91,2k71(q2 +1, —q2 +17q)

and so

P Qk—2+1 o 2k—2+1
Rék)(q) _ 2(1—2‘“—5(2’“-2+1)m(qQk—2,(122’“—%2’@7 1)+ 291,2'%1((1 o aq)q 7Q>' (4.11)
Finally, for (1.17), applying Proposition 4.1 and letting b = /g and ¢ = —,/g in (1.3), we
have that
R (q) = -5 Z 1) (@5 D24 (28 ) 220252
n>0
lFl<n
(q7 q2)00 ; k—1 2 k—1 _ok—2:2
=21/ 1) (P DR+ (28 4 )n) /22872
2(¢% ¢*) o ;< ) (4.12)
lif<n

n>0
l5[<n

+ Z 1)"+g 2k—1+1)n2+(2k—1+1)n)/22k—2j2> '

Once more replace n with —n—1 in the second sum of (4.12), let n = (r+s)/2 and j = (r—s)/2
and apply (2.6) to get
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.2 k k—1 k—1
k q;q o 12,2541 k=141 12,2k 14
Ri“@—ziq%qli‘;(( DD DI [ I )

r,5>0 r,s<0
r=s (mod 2) r=s (mod 2)

2
q;q k—2 k—2
= Q (f1,2k+1,1(—q2 +17 —q2 H, q)

2(¢%;¢%) o
- q2k71+1f1 2k 41 1(—‘13(2%2“)71, P Q))
(q;q2) ok—2 ok—2_ 1
= meuu(—q ¢ Tt g).
b oo

By Theorem 2.1, (2.1) and (2.2), we have

2k72+1’ _q2k72+1’ q) _ 2q_2k73(2k72+1)j( _q2k71(2k71+1)’ q2k+1(2k71+1)’ _1)

_17q)m(

k—2 k—2
+91,2k(—q2 - )

f1,2k+1,1(—q

and so

k—2 k—2
291,2k(_q2 +17 _q2 +17Q)

R{(g) = 4q72 @ (2T 2D gy i(—1,q)

(4.13)
0

5. PROOF OF COROLLARY 1.3

To prove Corollary 1.3 we will compare the Appell-Lerch sums m(x, ¢, z) appearing in (4.4),
(4.8), and (4.13) to the Appell-Lerch sums corresponding to the classical ¢g-hypergeometric mock
theta functions, as recorded in [32].

Proof of Corollary 1.3. We begin with (1.22). Taking k = 3 and z = ¢> in (4.4), we find that

O14(—¢*, ¢ ¢*) £ 014(=4°, ~¢". ¢°)
i(—a,9%) i(—a,9%)

Rg?’)(_q) = 2q_1 [m(q27 q123 _q3) + f(qQ, q127 _q3)} +

On the other hand, equation (4.9) of [32] says that

_ J1J3,12
v(q) =2¢ 'm(q® ¢, —¢°) + S

Thus the claim is equivalent to the identity
b1a(=a* —¢*¢*)  01a(=¢",—".¢*) _ JiJso
J(=a. ¢%) i(=a. ¢%) J2
This is a routine identity involving modular forms and functions and hence may be verified

with a finite computation. We carried this out using F.G. Garvan’s computer package (see
http://www.math.ufl.edu/~fgarvan/qmaple/theta-supplement/).

2¢7¢(¢%, 4", —¢*) +
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Next, for (1.23) we take k = 4 and z = ¢% in (4.4) to obtain
Ors(a’, ¢ ¢°) | 001800 0" ¢°)

R (q) = 2474 [m(d*, 4", ¢®) + €(a* 4%, ¢*)] +

j(a 4%) j(a 4%)
On the other hand, equation (4.43) in [32] with ¢ = ¢* reads
_ J5J10J4,10
#(q") = —2q"*m(q",¢", ¢*) + =
J25J2,10

=gt

Comparing these two equations establishes (1.23) (and also provides an expression for M;(q)).
Equations (1.24) and (1.25) are quite similar, so we just mention that (1.24) follows from

taking k = 3 and z = ¢'2 in (4.8) and comparing with equation (4.33) in [32], while (1.25)

follows upon comparing (4.13) with the case ¢ — ¢2 @*'+1 of equation (4.3) in [32].

6. CONCLUDING REMARKS

We have described one way to use the Bailey machinery to produce families of g-hypergeometric
multisums which are mock theta functions. It would be interesting to find others. For example,
one could study other change of bases found in [11]. It would also be interesting to establish

simpler expressions for the modular forms M;(q), M2(q), and Mék)(q) occurring in Corollary
1.3. Although we did not address it here, it would also be natural to study asymptotics and

congruences for the coeflicients of ng) (¢). Finally, it is mentioned in Section 8 of [41] that some
preliminary work has been done toward understanding the combinatorial significance of certain
modular ¢g-hypergeomatric multisums constructed using change of base lemmas for Bailey pairs.

These modular multsums resemble the ng) (¢) and it would be nice to see this work carried out.

ACKNOWLEDGEMENTS

The second author would like to thank the Institut des Hautes Etudes Scientifiques for their
support during the preparation of this paper and Don Zagier for his comments. The second
author was partially funded by Science Foundation Ireland 08/RFP/MTH1081.

REFERENCES

[1] C. Alfes, K. Bringmann, and J. Lovejoy, Automorphic properties of generating functions for generalized odd
rank moments and odd Durfee symbols, Math. Proc. Cambridge Phil. Soc. 151 (2011), 385-406.

[2] G.E. Andrews, Multiple series Rogers-Ramanujan type identities, Pacific J. Math. 114 (1984), 267-283.

[3] G.E. Andrews, g-Series: Their Development and Application in Analysis, Number Theory, Combinatorics,
Physics, and Computer Algebra, volume 66 of Regional Conference Series in Mathematics. American Math-
ematical Society, Providence, RI, 1986.

[4] G.E. Andrews, Partitions with short sequences and mock theta functions, Proc. Natl. Acad. Sci. USA 102
(2005), no. 13, 4666-4671.

[5] G.E. Andrews, Partitions with initial repetitions, Acta Math. Sin. (Engl. Ser.) 25 (2009), no. 9, 1437-1442.

[6] G.E. Andrews, R. Rhoades, S. Zwegers, Modularity of the concave composition generating function, Algebra
Number Theory, to appear.

[7] G.E. Andrews and D. Hickerson, Ramanujan’s “lost” notebook VII: The sixth order mock theta functions,
Adv. Math. 89 (1991), 60-105.

[8] C. Armond and O. Dasbach, Rogers-Ramanujan type identities and the head and tail of the colored Jones
polynomial, preprint available at http://arxiv.org/abs/1106.3948



16

[9]

JEREMY LOVEJOY AND ROBERT OSBURN

A. Berkovich and S.O. Warnaar, Positivity-preserving transformations for g-binomial coefficients, Trans.
Amer. Math. Soc. 357 (2005), 2291-2351.

B. Berndt and S.H. Chan, Sixth order mock theta functions, Adv. Math 216 (2007), no. 2, 771-786.

D.M. Bressoud, M. Ismail, and D. Stanton, Change of base in Bailey pairs, Ramanujan J. 4 (2000), 435-453.
K. Bringmann, B. Kane, Second-order cusp forms and mixed mock modular forms, Ramanujan J., to appear.
K. Bringmann, A. Holroyd, K. Mahlburg and M. Vlasenko, k-run overpartitions and mock theta functions,
Q. J. Math. (Ozford), to appear.

K. Bringmann and J. Lovejoy, Dyson’s rank, overpartitions, and weak Maass forms, Int. Math. Res. Not.
(2007), rnm063.

K. Bringmann, K. Mahlburg, An extension of the Hardy-Ramanujan circle method and applications to
partitions without sequences, Amer. J. Math. 133 (2011), no. 4, 1151-1178.

K. Bringmann, J. Manschot, From sheaves on P? to a generalization of the Rademacher expansion, Amer. J.
Math., to appear.

K. Bringmann, K. Ono, Some characters of Kac and Wakimoto and nonholomorphic modular functions,
Math. Ann. 345 (2009), no. 3, 547-558.

K. Bringmann and K. Ono, Dyson’s ranks and Maass forms, Ann. of Math. 171 (2010), 419-449.

K. Bringmann, K. Ono and R. Rhoades, Eulerian series as modular forms, J. Amer. Math. Soc. 21 (2008),
1085-1104.

Y.-S. Choi, Tenth order mock theta functions in Ramanujan’s lost notebook, Invent. Math. 136 (1999),
497-569.

Y.-S. Choi, Tenth order mock theta functions in Ramanujan’s lost notebook. II, Adv. Math. 156 (2000),
180-285.

Y .-S. Choi, Tenth order mock theta functions in Ramanujan’s lost notebook. IV, Trans. Amer. Math. Soc.
354 (2002), 705-733.

Y.-S. Choi, Identities for Ramanujan’s sixth order mock theta functions, Quart. J. Math. 53 (2002), 147-159.
Y .-S. Choi, Tenth order mock theta functions in Ramanujan’s lost notebook. III, Proc. London Math. Soc.
(3) 94 (2007), 26-52.

C. Conley, M. Raum, Harmonic Maass-Jacobi forms of degree 1 with higher rank indices, preprint available
at http://arxiv.org/abs/1012.2897

A. Dabholkar, S. Murthy, D. Zagier, Quantum black holes, wall crossing, and mock modular forms, preprint
available at http://arxiv.org/abs/1208.4074

J. Fulman, The Rogers-Ramanujan identities, the finite general linear groups, and the Hall-Littlewood poly-
nomials, Proc. Amer. Math. Soc. 128 (2000), 17-25.

S. Garoufalidis and T. Lé, Nahm sums, stability and the colored Jones polynomial, preprint available at
http://arxiv.org/abs/1112.3905

F.G. Garvan, Generalizations of Dyson’s rank and non-Rogers-Ramanujan partitions, Manuscripta Math. 84
(1994), 343-359.

B. Gordon and R.J. McIntosh, Some eighth order mock theta functions, J. London Math. Soc. (2) 62 (2000),
321-335.

B. Gordon and R.J. McIntosh, A survey of classical mock theta functions, in: Partitions, g-series, and
Modular Forms, Developments in Mathematics 2012, vol. 23, 95-144

D. Hickerson and E. Mortenson, Hecke-type double sums, Appell-Lerch sums, and mock theta functions (I),
preprint available at http://arxiv.org/abs/1208.1421

S.-Y. Kang, Mock Jacobi forms in basic hypergeometric series, Compos. Math. 145 (2009), 553-565.

R.J. McIntosh, Second order mock theta functions, Canad. Math. Bull. 50 (2007), 284-290.

A. Mellit and S. Okada, Joyce invariants for K3 surfaces and mock theta functions, Commun. Number Theory
Phys. 3 (2009), 655-676.

E. Mortenson, On three third order mock theta functions and Hecke-type double sums, Ramanujan J., to
appear.

K. Ono, Unearthing the visions of a master: harmonic Maass forms and number theory, Proceedings of the
2008 Harvard-MIT Current Developments in Mathematics Conference, International Press, Somerville, MA,
2009, 347-454.



THE BAILEY CHAIN AND MOCK THETA FUNCTIONS 17

[38] R. Rhoades, Asymptotics for the number of strongly unimodal sequences, Int. Math. Res. Not. IMRN, to
appear.

[39] L.J. Slater, A new proof of Rogers’s transformations of infinite series, Proc. London Math. Soc. (2) 53 (1951)
460-475.

[40] L.J. Slater, Further identities of the Rogers-Ramanujan type, Proc. London Math. Soc. (2) 54 (1952) 147-167.

[41] D. Stanton, The Bailey-Rogers-Ramanujan group, in: g-Series with Applications to Combinatorics, Number
Theory, and Physics, Contemporary Mathematics 291 (2001), 55-70.

[42] G.N. Watson, The final problem: An account of the mock theta functions, J. London Math. Soc. 11 (1936),
55-80.

[43] D. Zagier, Ramanujan’s mock theta functions and their applications (after Zwegers and Ono-Bringmann),
Astérisque 326 (2009), 143-164.

[44] S. Zwegers, Mock Theta Functions, PhD Thesis, Universiteit Utrecht (2002).

[45] S. Zwegers, Multivariate Appell functions, preprint available at http://citeseerx.ist.psu.edu/viewdoc/
summary?doi=10.1.1.164.6121

[46] S. Zwegers, Mock theta functions I. The Appell functions and the Mordell integral, in preparation.

CNRS, LIAFA, UNIVERSITE DENIS DIDEROT - PARIS 7, CASE 7014, 75205 PaARrIs CEDEX 13, FRANCE
SCHOOL OF MATHEMATICAL SCIENCES, UNIVERSITY COLLEGE DUBLIN, BELFIELD, DUBLIN 4, IRELAND

IHES, LE Bois-MARIE, 35, ROUTE DE CHARTRES, F-91440 BURES-SUR-YVETTE, FRANCE
E-mail address: lovejoy@liafa. jussieu.fr
FE-mail address: robert.osburn@ucd.ie, osburn@ihes.fr



